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Diffuse reverberation model for efficient

image-source simulation of room impulse responses
Eric A. Lehmann∗, Member, IEEE, and Anders M. Johansson

Abstract— In many research fields of engineering and acous-
tics, the image-source model represents one of the most popular
tools for the simulation of sound fields in virtual reverberant
environments. This can be seen as a result from the relative
simplicity and flexibility of this particular method. However, the
associated computational costs constitute a well known drawback
of image-source implementations, as the required simulation
times grow exponentially with the considered reflection order.
This paper proposes a method that allows for a fast synthesis of
room impulse responses according to the image-source technique.
This is achieved by modeling the diffuse reverberation tail
as decaying random noise, where the decay envelope for the
considered acoustic environment is determined according to a
recently proposed method for the prediction of energy decay
curves in image-source simulations. The diffuse reverberation
model presented in this paper thus produces impulse responses
that are representative of the specific virtual environment under
consideration (within the general assumptions of geometrical
room acoustics), in contrast to other artificial reverberation tech-
niques developed on the basis of perceptual measures or assuming
a purely exponential energy decay. Furthermore, since image-
source simulations are only used for the computation of the early
reflections, the proposed approach achieves a reduction of the
computational requirements by up to two orders of magnitude for
the simulation of full-length room impulse responses, compared
to a standard image-source implementation.

Index Terms— Room acoustics, image-source method, room
impulse response, energy decay, diffuse reverberation model.
EDICS category: AUD-ROOM.

I. INTRODUCTION

The development and refinement of techniques for the

simulation of sound fields in room acoustics has attracted a

significant research effort to date, with the scientific literature

containing a vast array of such techniques. Among others,

these include many methods based on the well known prin-

ciples of ray tracing [1], beam tracing [2, 3], boundary and

finite element methods [4, 5], digital waveguide meshes [6, 7],

and image-source methods [8–10]. Alternative approaches are

also regularly proposed on the basis of innovative models of

the sound propagation in acoustic environments [11–14].

Despite this abundance of sophisticated room-acoustics

simulation methods, the relatively basic image-source model

(ISM) of Allen & Berkley [8] remains as popular as ever as a

technique for the simulation of sound propagation in reverber-

ant settings. This popularity is attested by the ever increasing

number of scientific publications relying on ISM simulations
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for a variety of purposes such as generating stimuli for percep-

tual and psychoacoustic tests [15, 16], validating algorithms or

systems designed to operate in reverberant conditions [17, 18],

sound field analysis and synthesis [19–21], sound rendering

and auralization in virtual auditory systems [22, 23], and

design of acoustic spaces [24, 25]. The prominence of the

ISM technique can be attributed to a number of important

benefits compared to other approaches based on simulation,

scale modeling or physical measurements, including mainly:

i) simplicity of algorithmic implementation,

ii) high degree of flexibility, with many simulation parame-

ters (such as room dimensions, acoustic absorption coef-

ficients, source and microphone positions, reverberation

time, etc.) adjustable in software,

iii) the ability to generate realistic room impulse responses

that are very similar to those obtained from real-room

measurements [10, Fig. 1],

iv) the ability to investigate the effects of reverberation in

isolation, separately from other sources of disturbance

such as additive noise,

v) the guarantee to find all valid specular reflections in a

given environment, which is critical when modeling the

early part of a RIR where individual reflections (or the

lack thereof) can have a large effect on the perceived

acoustic characteristics.

On the other hand, the most significant and well known

drawback of an image-source implementation is its intrinsic

computational cost. The number of image sources necessary

for the computation of a room impulse response (RIR) by

means of the ISM is proportional to the cube of the RIR

length, and grows exponentially with the reflection order [26].

This large computational requirement is typically prohibitive

in real-time applications such as immersive or interactive audi-

tory environments [2, 12, 22]. Similarly, the ISM can become

overly burdensome when a large number of RIRs need to be

computed at once [27, 28]. For instance, in the case of a mov-

ing sound source in microphone array applications [29], the

source trajectory is typically discretized into a series of finely-

spaced locations, from which the RIRs to each considered

sensor are computed. The audio data at the microphones is

then obtained by convolving successive frames of source signal

with the computed RIRs, using an overlap-add scheme. In

such applications, sampling the source trajectory too coarsely

usually leads to adjacent RIRs (to a given sensor) differing

significantly from each other, which can generate clicking

noise and other audible artifacts in the resulting audio signals.

The computational costs of the ISM technique are further

exacerbated by the need to simulate “full-length” RIRs, i.e., to
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ensure that most of the RIR energy has been captured without

significant cropping. This is typically necessary so as to avoid

unnatural-sounding reverberation or unpredictable effects on

the audio processing system under scrutiny. A number of

different techniques have been presented in the literature in

an attempt to mitigate the computational costs of the ISM

method [27, 28, 30–33].

The decomposition of a RIR into two parts, namely early

reflections and late (diffuse) reverberation, is a widely used

model in the acoustics and engineering literature [18, 23, 31,

34]. The early part of the RIR typically contains the direct

path together with a series of discrete early reflections. The

diffuse part is characterized by a reflection density that is too

high for individual reflections to be discerned in the received

signal. Due to its noise-like nature, the late reverberation part is

commonly modeled as exponentially decaying Gaussian noise

[18, 34], which forms the basis of many artificial reverberation

techniques, for instance [35, 36]. While providing acceptable

perceptual results, the assumption of a purely exponential RIR

decay however fails to account for the particular character-

istics of the considered acoustic environment. A nonuniform

definition of the wall absorption coefficients, for instance, will

typically produce a nonexponential decay of the sound energy

[32, 34]. As an alternative, existing acoustic environments can

also be explicitly measured in order to model the diffuse decay

of a given real room by means of a parametric algorithm

for artificial reverberation [23, 36]. However, this represents

a solution usually involving substantial hardware setup costs.

This article presents a new method to simulate RIRs in

virtual acoustic environments, based on the following diffuse

reverberation modeling (DRM) approach. It uses the above

mentioned decomposition of the RIR into early reflections and

late reverberation, where the early part is simulated according

to the standard ISM technique. For the late part of the RIR,

the proposed DRM approach draws on the work presented

by the authors in [10], which describes a method for the

prediction of the energy decay curve (EDC) in ISM-simulated

RIRs. It is shown here how this EDC prediction technique,

which is briefly reviewed in Section II, can be used to

compute an accurate envelope for the synthesis of the diffuse

RIR tail as a decaying random noise process. The resulting

decay in the simulated RIR is therefore representative of the

considered environment, rather than based on perceptual or

other theoretical measures. Section III presents the details of

the proposed DRM approach, based on the results obtained in

[10] as well as a statistical analysis of the reverberant tail of

ISM-simulated RIRs. This is followed by a discussion on the

limitations of the adopted model in Section IV. By restricting

the use of image-source simulations to the early reflections

only, the DRM method presented in this paper allows for

a significant reduction of the computational costs without

compromising the statistical accuracy and energy content of

the diffuse RIR decays. Experimental results demonstrating the

accuracy of the proposed technique are provided in Section V,

together with a quantitative analysis of the resulting savings

in computational requirements.

It is important to note that this paper only attempts to

reproduce the results from ISM simulations. The aim is not

to improve or modify the acoustic model assumed by the

ISM technique. Due to several simplifying assumptions (empty

rectangular room, lack of diffraction and diffusion effects,

etc.), the shortcomings of Allen & Berkley’s ISM algorithm in

modeling physical acoustics phenomena are well known, but

this particular issue does not represent the focus of this work.

II. BACKGROUND REVIEW

This section provides a brief review of the two concepts

central to the work presented later in Section III, namely the

image-source simulation technique and the method proposed

by the authors for the prediction of energy decay curves.

A. Image-source method

The image-source method was originally presented for

rectangular enclosures in [8] and can be briefly described as

follows. A model of a shoebox enclosure with dimensions

Lx×Ly×Lz contains a sound source and an acoustic receiver,

located at ps = [xs ys zs]
T and pr = [xr yr zr]

T, respectively.

The acoustic properties of this virtual room are characterized

by means of a reflection coefficient β for each of the six

enclosure surfaces: β = [βx,1 βx,2 βy,1 βy,2 βz,1 βz,2]
T.

In order to determine the RIR between the source and

the receiver, the ISM technique assumes specular reflections

of the sound on the enclosure boundaries (assumptions of

geometrical room acoustics). The RIR h(t), t > 0, is then

obtained by considering a grid of mirrored image sources

extending in all dimensions, and by summing the contribution

of each image source at the receiver:

h(t) =
1∑

u=0

∞∑

v=−∞

A(u, v) · δ
(
t − τ(u, v)

)
, (1)

where u = (ux, uy, uz) and v = (vx, vy , vz) are triplet

parameters controlling the indexing of the image sources in

all dimensions, A(·) is the amplitude factor and τ(·) the time

delay of the considered image source, respectively. In (1), the

sum over u (respectively v) is used to represent a triple sum

over each of the triplet’s internal indices (see [8] for more

details).

Once the RIR h(·) is computed, the energy decay curve E(·)
can be obtained using the normalized Schroeder integration

method:

E(t) = 10 · log10

(∫
∞

t
h2(ξ) dξ

∫
∞

0
h2(ξ) dξ

)
. (2)

Many ISM variants and extensions based on this standard

technique have been proposed in the literature [9, 32, 37, 38].

This paper makes use of the modified ISM algorithm described

in [10], and readers are referred to this previous work for more

detailed information.

B. EDC prediction method

The work presented in [10] provides a mathematical formu-

lation of the energy decay in ISM-simulated RIRs. This EDC

prediction method is based on the ISM principles reviewed

in Section II-A and is thus also limited to the case of
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(
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(3)

small-room acoustics in rectangular enclosures with specular

reflections. The approach used for EDC prediction relies on

the following observation: the acoustic power hP (t) received

at the microphone at a given time t corresponds to the addition

of the contributions from all the image sources located on

a sphere of radius ρ = c · t around the receiver (c denotes

the propagation speed of acoustic waves). Given the known

position of each image source on the considered grid, the

discrete summation is then considered as a Riemann sum

which can be turned into the integral of a continuous function

over the sphere. Analytically solving the integration finally

yields a closed-form expression for the approximated power

impulse response ĥP (·). This expression is reproduced here

in (3) from [10] for convenience, with γ = 0.5772157. . .
the Euler–Mascheroni constant, Ei(·) denoting the first-order

exponential integral, and with the following definitions:

Bx = (βx,1βx,2)
ρ/Lx , (4)

By = (βy,1βy,2)
ρ/Ly , (5)

Bz = (βz,1βz,2)
ρ/Lz , (6)

r̄ =
Lx + Ly + Lz

3
. (7)

On the basis of (2) and (3), an estimate Ê(·) of the EDC can

be obtained as

Ê(t) = 10 · log10

(∫
∞

t
ĥP (ξ) dξ

∫
∞

0
ĥP (ξ) dξ

)
. (8)

As with the standard ISM algorithm reviewed in Section II-

A, this EDC prediction method can also be extended to include

additional parameters such as frequency and angle-dependent

reflection coefficients, directional sound source and/or micro-

phone, etc. Such implementations are however not carried

out in this work for the sake of conciseness and presentation

clarity. Readers are further referred to [10] for more detail on

the EDC approximation method reviewed in this subsection.

III. PROPOSED RIR SYNTHESIS METHOD

A. Simulation concept

The basis of the proposed RIR simulation technique relies

on the observation that the tail of a typical RIR usually

presents a distinct noise-like character, due to the isotropic ad-

dition of a multitude of late acoustic reflections (diffuse field).

This is illustrated in Figure 1, which displays an example of

ISM-simulated RIR obtained for a 6.6×6.1×2.9 m3 room with

pr = [2.6 3.2 0.8]T and ps = [1.2 1.9 1.1]T (in m), and using

nonuniform reflection coefficients leading to a reverberation

time of T60 ≈ 0.3 s.
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−0.005

0
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0.015
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R
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Fig. 1. Typical example of ISM-simulated RIR, computed for a 6.6×6.1×
2.9 m3 room with nonuniform reflection coefficients and T60 ≈ 0.3 s (the
ordinate axis has been cropped for display purposes).

In practice, a large computational effort is spent by the ISM

algorithm on the computation of the higher-order reflections

that are ultimately combined to produce this diffuse part

of the RIR. Significant computation costs can therefore be

avoided by modeling the tail of the RIR as a decaying random

signal. Existing methods based on this principle typically

assume a purely exponential decay of the RIR energy [18,

34, 39]. This however represents an approximation that is not

necessarily valid in practice when attempting to model a given

acoustic environment. To achieve a more accurate modeling,

the formula for the RIR power in (3) can be used here in order

to generate a decay that is true to the specific environment

under consideration.

While the decaying random noise assumption provides a

good model of the late reverberation, it is clear that this

approach cannot be used for the earlier part of the RIR. The

strong discrete reflections usually present during that phase

cannot be well replicated using a pure noise signal. Also,

the various assumptions underlying the derivation of the EDC

prediction technique in [10], and leading to the expression

in (3), are known to be inaccurate for t → 0 (early part

of the RIR). It is therefore not possible to guarantee that

the expression in (3) will provide a good approximation of

the RIR’s very early decay. As a result, standard ISM-based

simulation must still be used to generate the early reflections

in the RIR.
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B. Transition from early reflections to diffuse field

The RIR model assumed so far requires the definition of a

specific transition time between the early reflections and the

late reverberation part in the RIR. This cut-off point, denoted

as tc in this work, effectively determines how much of the

total RIR length is simulated with the ISM, and hence strongly

influences the computational load of the resulting algorithm.

A typical definition of the transition time commonly found

in the literature is tc = 80 ms [34, 39]. This value can however

be seen as being somewhat arbitrary, and several authors use

the definition of a more generic transition period ranging from

as low as 50 ms and up to 150 ms [36, 40]. The acoustics

literature contains various other definitions of the tc parameter,

including some resulting from psychoacoustic studies (see,

e.g., [41] and the references therein).

For the purpose of the proposed RIR synthesis method,

tc should be chosen large enough so as to ensure that the

characteristic features of the early reflections are left unaltered.

In other words, the tc value should be such that the decaying-

noise model is only applied to the diffuse part of the RIR.

In this work, we define the transition point tc as the time for

which the overall acoustic energy in the RIR has decreased by

a certain amount ∆c (in dB):

tc , E−1(−∆c) , (9)

where E−1(ξ) corresponds to the time lag t for which E(t) =
ξ. This effectively defines a room-dependent cut-off parameter

that can be tuned to capture most of the early reflections in

the specific environment under consideration.

C. Modeling the diffuse reverberation decay

Once the early reflections, i.e., h(t) for t 6 tc, have been

computed using the ISM technique, the diffuse part of the RIR

can be simulated by generating a noise signal whose energy

decay is determined by the EDC for the considered acoustic

environment. To this purpose, the expression in (3) is used in

order to obtain an accurate prediction of this specific energy

decay pattern.

The power impulse response ĥP (·) described in Section II-

B effectively corresponds to the instantaneous acoustic power

in the RIR h(·) (power envelope). This relation can be math-

ematically expressed as

ĥP (t) ≈ λ

T
·
∫ t+T/2

t−T/2

h2(ξ) dξ , (10)

for a small window length T . The parameter λ is a multiplica-

tive constant introduced for normalization purpose, and can be

explained as follows.

As mentioned earlier, the model used as the basis for the

EDC approximation technique in [10] is known to become

inaccurate as t → 0, i.e., for small values of the sphere

radius ρ (see Section II-B). This in turn leads to issues

when attempting to properly normalize the expression for

ĥP (·) given in (3). Hence, this expression effectively delivers

a “relative” measure rather than the absolute value of the

power impulse response.1 In the present work however, a

properly normalized expression for ĥP (·) is needed in order

to achieve a proper correspondence, as given by (10), between

the squared ISM-simulated RIR h2(·) and the approximated

power values ĥP (·) (which are used for the simulation of

the late reverberations). This normalization is here effectively

achieved with the introduction of the constant factor λ in (10).

In practice, an estimate for λ can be determined by adjusting

ĥP (·) to the already computed ISM results (early reflections),

which can be achieved as follows. The ISM-simulated part of

the RIR h(t), previously computed for the early reflections up

to time tc, is subdivided into K frames of length T . Thus,

K = ⌊tc/T ⌋ and the frame centers are defined as tk = (k −
1/2) · T for k = 1, 2, . . . , K . For each frame, an estimate

of the RIR power can be computed by integrating h2(·) over

the considered time interval. The value of the predicted power

function ĥP (·) can also be determined according to (3) for

the same sequence of frame center points tk. Using the index-

based notation

ĥP (k) , ĥP (t)
∣∣
t=(k−1/2)·T

, (11)

an estimate of the factor λ for each frame k then follows

directly from (10) as

λk =
T · ĥP (k)

∫ kT

kT−T
h2(ξ) dξ

. (12)

A global estimate λ̂ of the normalization factor can be

obtained based on the values computed for each separate

window. The first few frames in the sequence are typically

discarded during this process. This accounts for potential

discrepancies between the ISM-simulated RIR h(·) and the

predicted power function ĥP (·) resulting from the presence of

strong and discrete early reflections.2 In this work, an average

of the λk values was found to achieve good simulation results:

λ̂ =
1

Kλ
·

K∑

k=ks

λk , (13)

with the start index ks = K −Kλ + 1, and with Kλ denoting

the total number of frame values used to compute the estimate

of the λ parameter (0 < Kλ < K).

D. Statistical distribution of the diffuse reflections

Together with (13), the predicted power function ĥP (·)
is used to generate the diffuse RIR decay. This procedure

involves the choice of a suitable probability density function

(PDF) from which to generate the noise signal. Figure 2

displays a histogram of the normalized RIR values h(·) during

the late reverberation phase in ISM-simulated RIRs, collected

from a total of 100 different RIRs. Each RIR was computed

with a randomly-generated source–receiver configuration in a

1Note that this particular issue does not directly affect the derivation of the
EDC approximation method presented in [10] since the EDC is based on a
normalized version of the Schroeder integration method, as shown in (8).

2In practice, this also means that it is desirable to define a value of tc large
enough to include the start of the diffuse phase in the ISM simulation of the
early RIR part, so as to obtain an accurate estimate of the λ parameter.
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Fig. 2. Amplitude distribution of the late RIR reverberations (normalized) for
environments with T60 ≈ 0.3 s. This plot shows: i) histogram of normalized
diffuse RIR values (i.e., h(t) for t > tc) from 100 different RIR simulations,
ii) Gaussian PDF fit of the histogram data (dashed line), and iii) logistic PDF
fit (solid line).

virtual enclosure with random volume selected in the range

between 20 and 250 m3. In each environment, nonuniform

values of reflection coefficients were also randomly set in such

a way as to achieve a reverberation time of T60 ≈ 0.3 s.

The histogram data was obtained by first simulating each

full-length RIR using the standard ISM algorithm [10]. The

early reflections were subsequently cropped out for t 6 tc,

with ∆c = 20 dB chosen here so as to ensure that the

remaining signal would only contain the diffuse RIR tail.

This signal was then normalized in order to compensate

for the average decay pattern, leading to a stationary signal

with unit variance. This signal data was finally collected by

concatenation for each of the 100 RIRs, leading to a total of

approximately 5 · 105 data samples. The resulting histogram

of amplitude values is plotted as a shaded area in Figure 2.

The Gaussian distribution might appear as a potential candi-

date to model the diffuse RIR reflections, which can be seen

as an isotropic addition of a multitude of wave fronts with

large modal overlap impinging on the receiver from many

directions [18, 34, 42]. Figure 2 however demonstrates that

this PDF does not represent the best fit for typical ISM-

simulated late reverberation data.3 The dashed line in this plot

shows a Gaussian PDF with distribution parameters (mean and

variance) computed as maximum likelihood estimates from the

histogram data. While the Gaussian distribution might provide

acceptable perceptual results in practice, a better fit is provided

by the logistic PDF L(·), which exhibits a slightly longer tail

and a higher kurtosis compared to the Gaussian PDF. The

expression for the logistic PDF (evaluated at ξ) is defined as

L(ξ; µ, s) =
exp(−(ξ − µ)/s)

s ·
(
1 + exp(−(ξ − µ)/s)

)2 , (14)

3This particular result is likely to originate from the simplifying assump-
tions of geometrical room acoustics (including the lack of an acoustic air
absorption variable) defined in the frame of the image-source model.

with mean µ, scale parameter s, and standard deviation

resulting in σ = π · s/
√

3. The solid line in Figure 2 shows

a logistic PDF fit of the simulation data, here again plotted

using maximum likelihood estimates of the parameters µ
and s (p-value from the one-sample Kolmogorov-Smirnov

test resulting in p = 0.565). In addition, a whiteness test on

the same input data also shows that the signal samples are

statistically uncorrelated in time.4

On the basis of these observations, and using the results

from Section III-C, the diffuse part of the RIR is thus modeled

as decaying random noise as follows:

h(t) = n(t) ·

√
ĥP (t)

λ̂
, t > tc , (15)

where n(·) is a zero-mean random process with unit variance

and distributed according to the logistic PDF:

n(·) ∼ L(0,
√

3/π) . (16)

In practice, random samples from the logistic PDF can be

easily generated by using an inversion method based on the

known logistic cumulative distribution function (CDF).

E. Summary and further implementation details

Based on the developments presented in this section, the

proposed diffuse reverberation modeling (DRM) technique

for ISM-based RIR synthesis can be summarized with the

following steps.

1) Early reflections: compute the early part of the RIR h(t),
i.e., for the time interval t ∈ [0, tc], using the ISM

simulation method described in [10].

2) Predicted RIR power envelope:

a) using the results from Step 1), compute the average

of the RIR power h2(·), i.e., the denominator of (12),

for Kλ windows of length T with frame centers tk,

k = ks, . . . , K ,

b) compute the predicted RIR power envelope ĥP (t) as

given by (3) for t > 0 and up to the desired total

RIR length tRIR ,

c) based on the results from Steps 2a) and 2b), use the

values of ĥP (·) obtained at the time points tk to

compute an estimate λ̂ of the normalization factor

according to (12) and (13).

3) Late reverberation: simulate the diffuse tail of the RIR

h(t), for t ∈ (tc, tRIR ], according to (15) and (16).

4) Reconstructed RIR: concatenate the two RIR sections

generated in Steps 1) and 3).

In the rest of this document, this algorithm will be denoted

as IS-DRM, emphasizing the fact that the proposed approach

represents a DRM approximation of the image-source (IS)

simulation technique.

4It must be noted that the results presented in this subsection (Figure 2) are
similar when using different values of T60, or when the RIRs are randomly
selected in one single environment (average not considered over different
rooms).
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In this algorithm, the transition between the early part and

the diffuse part of the RIR is defined as being abrupt, i.e., the

final impulse response is reconstructed by simply concatenat-

ing the two different sections. This has shown to produce good

results in the current work, provided the ISM-simulated part

of the RIR includes the beginning of the diffuse reverberation

phase. If necessary, an alternative approach based on cross-

fading between the two RIR sections [41] may be used in order

to produce perceptually better results. This may be required,

e.g., if smaller values of the cut-off parameter tc are to be

used or to achieve a smooth transition over a larger early-to-

late transition period.

Step 1) above involves carrying out ISM simulations up to

the time lag tc for which the overall RIR energy has decreased

by ∆c dB. In practice, this time lag can be determined “on

the fly” as the RIR is being simulated. Alternatively, the EDC

prediction method in [10] can also be used here to estimate the

value of tc, thus avoiding the need for a constant monitoring

of the EDC during the computations. This latter approach is

used in this work since it allows for a faster ISM synthesis of

the early reflections.

Finally, evaluating the function ĥP (·) in Step 2b) can also

be made computationally more efficient by taking advantage

of the smoothness of this particular function (see [10] and

the example further in Figure 4). Instead of computing ĥP (t)
for every time index t > 0, virtually identical results can be

obtained by calculating the ĥP (·) values at larger time inter-

vals, and subsequently interpolating between them. Significant

savings in simulation times for Step 2b) can be achieved with

this approach.

IV. DISCUSSION

A. Model limitations

Due to the simplifying assumptions made in the develop-

ment of both the ISM technique and the EDC approximation

method, the IS-DRM approach has some limitations in its ap-

plicability. In particular, its validity is limited to the domain of

small-room acoustics in rectangular enclosures with specular

reflections. The proposed method is thus likely to be unsuitable

for other types of spaces such as long and narrow ducts, open

street canyons, etc.

Furthermore, the considered late-reverberation model ex-

plicitly relies on the envelope (average decay) of the RIR

power. Satisfactory results can thus only be expected in

environments where the RIRs are “well behaved”, i.e., display

a rather smooth and regular decay of acoustic energy. Some

particular RIR decays are thus impossible to model properly

with the IS-DRM technique. This is the case, e.g., with envi-

ronments exhibiting a very uneven distribution of the acoustic

absorption among the walls. Figure 3 presents an example of

such a problematic RIR, obtained in a 2.8×5.9×2.7 m3 room

with β = [0.72 0.58 0.78 0.84 0.69 0.55]T, ps = [0.5 0.7 0.9]T

(m), and pr = [1.2 3.7 1.4]T (m). Empirically, it was found

that such irregular decay patterns would typically occur in

environments where the relative variability η of the average

acoustic absorption of the enclosure’s six boundary surfaces
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−0.015

−0.01
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0.015

time (s)

R
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Fig. 3. Example of RIR with irregular decay pattern, computed for a 2.8×

5.9× 2.7 m3 room with nonuniform reflection coefficients (the ordinate axis
has been cropped for display purposes).

is above the following threshold:

η =

√
var(α ⊗ S)

S
& 0.04 . (17)

In this expression, S is the total surface area of the con-

sidered enclosure, var(·) represents the variance, ⊗ denotes

the element-wise multiplication (Hadamard product), α is

the vector of average acoustic absorption coefficients (with

α = 1 − β2):

α = [αx,1 αx,2 αy,1 · · · αz,2]
T, (18)

and S is the vector of surface area for each wall:

S = [Sx,1 Sx,2 Sy,1 · · · Sz,2]
T. (19)

The threshold parameter η in (17) effectively corresponds

to an Eyring-like estimate of the area-weighted absorption

coefficient variance in the considered setting. Environments

for which (17) holds true may exhibit a significantly uneven

distribution of the sound absorption across the room, and (17)

thus provides a basic rule of thumb to assess whether the

proposed RIR synthesis technique is applicable to a given en-

vironmental setup. The threshold in (17) was further found to

be relatively invariant with respect to the value of reverberation

time T60.

In environments deemed problematic according to this crite-

rion, the IS-DRM simulation technique will produce a correct

average decay of the RIR energy. The particular characteristics

(decay pattern) of the RIRs in these cases can however

only be generated accurately by means of a standard ISM

simulation. It must also be noted here that in order to obtain

relevant statistics, the histogram data used in Section III-D

was obtained by discarding any RIR displaying a significantly

irregular energy decay pattern.

B. Model parameters

The accuracy of the proposed method typically depends

on a suitable choice of numerical values for the various
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Fig. 4. RIR power measurements and predicted power envelope. Black dots

(dashed line): measured RIR power during early reflections. White circles
(dotted line): measured RIR power for late reverberation (for comparison
purposes only). Solid line: prediction of the RIR power envelope for the
considered simulation setup.

model parameters, which in turn depends on the targeted

domain of application. The savings in simulation time, for

instance, directly result from the chosen value of tc, which also

determines how much of the early reflections is cropped out in

the resulting RIR. Real-time applications might thus require a

low early-to-late transition time leading to some degradation

of the early reflections. On the other hand, applications using

offline simulations of a large number of RIRs will achieve

good simulation results and a significant computational speed-

up with only slightly larger values of the tc parameter.

Extensive simulations of the IS-DRM method have also

revealed that the accuracy of the resulting RIRs is rather insen-

sitive to the specific numerical value selected for the window

length T (as also reported in [10]). The same observation also

applies to the number of frames Kλ. Section V provides some

representative examples of RIRs simulated according to the

proposed technique, using a typical setting of these model

parameters.

C. Extension of the proposed method

The approach proposed in this work is not strictly limited to

an ISM simulation of the early reflections. The early section of

the RIR can be synthesized by any available method in prac-

tice, and the reverberant tail can then be readily generated as

described in Sections III-C and III-D. This effectively allows

the use of a different simulation model that might be more

relevant in the frame of a given practical implementation, to

account for additional effects such as early diffuse reflections,

for instance. As mentioned earlier however, one potential

advantage of the ISM over other methods is that it is able

to find all valid specular reflections for a given environment,

which may also be critical for the simulation of the early RIR

section in the targeted application.
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Fig. 5. Example of RIR simulated with the proposed IS-DRM method, using
the same setup as in Figure 1 (ordinate axis cropped for display purposes). The
vertical dotted line indicates the transition time tc between early reflections
(ISM-based simulation) and late reverberation (random noise model).

V. EXPERIMENTAL RESULTS

In this section, the performance of the IS-DRM approach

is tested using the example of a reconstructed RIR as well

as subjective listening tests. An assessment of the average

simulation times is also presented to compare its compu-

tational requirements with respect to standard image-source

simulations as well as other existing ISM-based variants.

A. Reconstructed RIR example

For comparison purposes, the IS-DRM method was applied

to the example environment considered earlier in Section III-

A, i.e., a 6.6 × 6.1 × 2.9 m3 room with T60 ≈ 0.3 s. The

experimental results shown in this section were obtained with

the following parameter settings. The window length for the

instantaneous power estimates was set to T = 2.31 ms, a

total of Kλ = 9 windows were used when estimating λ̂, and

the early reflections were simulated until the RIR energy had

decreased by ∆c = 15 dB, leading to a transition time of

tc ≈ 53.6 ms. Additionally, the sampling frequency for the

simulated RIRs was arbitrarily selected as Fs = 16 kHz.

Intermediate simulation results are shown in Figure 4. This

figure displays the measured values of instantaneous acoustic

power computed for the early reverberation part of the ISM-

simulated RIR (black dots). The solid line represents the

quantity ĥP (·)/λ̂, i.e., the predicted power envelope adjusted

to fit the early reflection decay over Kλ frames. For compari-

son purposes, Figure 4 also shows the instantaneous power

estimates (white circles) measured on the full-length ISM-

simulated RIR for the considered environmental setup (shown

in Figure 1); it is however emphasized that these values are not

required in the process of simulating RIRs according to the IS-

DRM model. A visual assessment of these results demonstrates

that the expression in (3) provides a good prediction of the

RIR’s instantaneous acoustic power for the time interval of

interest in the decay (late reverberation).
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Fig. 6. EDC examples for different environmental setups with: (a) T60 ≈

0.2 s, (b) T60 ≈ 0.3 s, (c) T60 ≈ 0.4 s. Solid lines: EDCs obtained for full-
length ISM simulations. Dashed lines: EDCs computed from reconstructed
RIRs synthesized with the IS-DRM method.

The final reconstructed RIR, simulated according to the

proposed model, is displayed in Figure 5. The vertical dotted

line in this plot indicates the time tc where the simulation

switches from the ISM computations to the late-reverberation

model. This result can be directly compared to the full-length

ISM simulation in Figure 1. A visual assessment reveals

that both RIRs are very similar in shape, with the RIR in

Figure 5 exhibiting a seamless transition from early to late

reverberation, which highlights the accuracy of the develop-

ments presented in Section III. Furthermore, the computational

time required for the simulation of the reconstructed RIR in

Figure 5 was approximately 95 times lower compared to that

required for the full-length ISM simulation in Figure 1.5

Finally, the accuracy of the IS-DRM method can be further

investigated by computing the EDC for the reconstructed RIR,

as shown in Figure 6 (dashed lines). This plot also contains the

EDC obtained for the corresponding full-length ISM-simulated

RIRs (solid lines). The energy decay computed for the RIR

example considered so far corresponds to the curve labeled (b)

in the plot. The curves (a) and (c) demonstrate the same results

for different environments with T60 ≈ 0.2 s and T60 ≈ 0.4 s,

respectively. It is worth noting that these examples all exhibit a

certain degree of nonexponential energy decay (i.e., nonlinear

decay in a dB scale). The close match between these results

again demonstrates the effectiveness of the EDC prediction

technique used in this work, which is able to properly model

the overall rate of the decay, as well as its intrinsic curvature

in the case of RIRs not exhibiting a purely exponential energy

decay.

B. Objective evaluation results

The literature contains the definition of many objective

acoustic parameters that can be used as comparison criteria in

5For both RIRs, the total impulse response length tRIR here corresponds to
the time for which the RIR energy has decreased by approximately 45 dB.

TABLE I

COMPARISON OF OBJECTIVE ACOUSTIC PARAMETERS (WITH

CORRESPONDING JNDS) COMPUTED FOR THE ISM AND IS-DRM RIRS

SHOWN IN FIGURES 1 AND 5.

Parameter ISM IS-DRM JND

Clarity
C50 (dB) 33.42 34.14 1.0

C80 (dB) 51.02 51.84 1.0

Early decay time EDT (ms) 187.68 185.83 9.3 (5%)

Center time Tc (ms) 14.27 14.16 10.0

Reverberation time T30 (ms) 239.11 243.88 23.9 (10%)

order to assess the similarity between a reconstructed RIR and

that obtained from standard ISM simulations. These include

parameters such as early decay time EDT, clarity C50 or C80,

center time Tc, etc. Table I provides some typical numerical

values computed for the two example RIRs considered in this

work. A formal definition of the acoustic parameters used in

this table can be found, e.g., in [43]. To put these results in the

context of audibility, Table I also includes the just-noticeable

difference (JND) thresholds for each objective parameter, as

defined in [44].

Most of the objective criteria found in the literature are

defined as energy-based measures of the RIR properties.

This implies that the similarity of two RIRs is ultimately

assessed on the basis of the similarity of their EDCs. In this

regard, the accurate approximation of ISM-simulated EDCs

constitutes the main purpose of the EDC prediction method

used in this work, and its performance has been demonstrated

on several occasions in [10] as well as in Figure 6 in the

present work. Consequently, these acoustic parameters lead

to virtually identical values for both the ISM-simulated and

DRM-reconstructed RIRs, as shown in Table I. This result is

also to be expected since the early part of the RIR is indeed

computed exactly with the IS-DRM technique.

In an attempt to further quantify any potential discrepancies

between the proposed DRM approach and the ISM method,

an assessment of the reconstructed RIRs based on subjective

listening criteria is presented in the following subsections.

C. Subjective evaluation test

A listening test was set up in order to determine whether

human listeners were able to detect any audible difference

between the audio data generated with the ISM and the IS-

DRM method. In addition, the test was designed to investigate

which was the preferred method (if any) in cases where the

listeners were able to detect a difference.

A total of 12 different scenarios were considered, with room

volumes and reverberation times selected randomly in the

range V ∈ [30, 100] (m3) and T60 ∈ [0.2, 0.6] (s), respectively.

One random source–sensor configuration (static positions) was

chosen in each of these environments. For both the ISM and

IS-DRM methods, the corresponding RIR was computed and a

sample of reverberant audio data was obtained by convolution

with an anechoic speech sample in Swedish. The resulting

stimuli were then presented in random order to the listeners,

who were asked to choose one of the following three answers

at each trial:
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A1: first audio sample sounds more natural than second,

A2: second audio sample sounds more natural than first,

A3: I cannot hear any difference (samples are identical).

For the purpose of cross-validation, some of the 12 cases

were selected to have identical stimuli instead of the two

ISM and IS-DRM samples. In other words, both sentences

were generated using the exact same RIR in these cases. Eight

Swedish-speaking participants of varying age (20 to 60 years

old), four male and four female, were asked to listen to the 12

sets of sentences using high-quality closed-cup headphones.

The listening test was set up as a double-blind experiment.

The results and conclusions from this subjective test are as

follows:

i) 62.5% of subjects were not able to hear any difference

between the two sentences (i.e., replied with A3 in at least

11 of the 12 cases), indicating that the ISM and IS-DRM

audio samples are identical to a majority of listeners,

ii) among the 37.5% of subjects who said they could hear

differences, the average error rate (i.e., A3 selected when

different RIRs were used, or A1/A2 selected when the

two sentences were identical) was 47.2%, which is close

to random selection,

iii) for the 37.5% of participants who said they could hear

differences, when correctly answering that the two audio

samples were different, they favored the IS-DRM method

(i.e., found it more natural) in 80% of the cases on

average, which suggests that listeners have no particular

aversion to the DRM-based audio data.6

These results indicate that subjectively, the use of the

proposed IS-DRM approach does not lead to any specific

artifact in the corresponding audio data. This would further

suggest that the human ear is not particularly sensitive to the

exact (fine-scale) structure of a diffuse RIR tail, as long as

the energy content remains the same. This outcome is also in

line with the results from Section V-B (Table I) which indicate

that the difference between objective parameter values for both

methods are well within the limits of subjective perception.

Finally, another interesting observation that can be made

from this test is that the 62.5% of participants who were not

able to hear any difference between the sentences were all aged

30 and over, while the other 37.5% were all below 30. It is

however unclear whether this effect is due to psychological

factors rather than the physiological hearing ability of the

listeners.

D. Subjective evaluation: moving sound source7

Further subjective tests were carried out according to the

following setup. Two microphones were defined 20 cm from

each other (simulating a crude stereo auralization system)

in a virtual room with dimensions 4.0 × 5.0 × 2.7 m3.

The vector of reflection coefficients was defined as β =
[0.27 0.22 0.25 0.19 0.24 0.22]T, leading to a reverberation

time T60 ≈ 0.55 s. A sound source was then simulated moving

6This result should however be treated with a certain degree of caution
given the high error rate in the answers given by this group of respondents.

7The samples of audio data for the experiments described in this subsection
are available online for download from [45].

along a 2.64 m trajectory forming part of a circle around the

two acoustic sensors.

The trajectory was first subdivided into 106 discrete points

2.51 cm apart, from which the RIRs were computed to each of

the two microphones using the standard ISM technique [10]

as well as IS-DRM simulations. The audio data at the sensors

was obtained by convolution (overlap-add) of the computed

RIRs with an 8.9 s sample of anechoic speech signal. Due

to the relatively large distance increment between trajectory

points, the audio signals for both methods contain a distinct

clicking noise that can be heard throughout the simulation.

This highlights a potentially significant issue that arises when

using too few RIRs during the ISM-based simulation of audio

data in a moving-source scenario.

In a second experiment, the same trajectory was discretized

using a finer grid of 528 points, corresponding to a distance

increment of 0.5 cm. The 1056 RIRs were then computed

using the fast IS-DRM technique. Due to the finer spacing

between the trajectory points, no audible artifact can be

perceived in the computed microphone signals any longer.

Furthermore, the resulting audio data does not appear to suffer

from any unexpected issues related to spatialization or other

subjective acoustic factors, and does not present any evidence

of a potential spectral sound coloration effect either.8 In the

computation of these experimental results, the 1056 RIRs

along the finely discretized trajectory were simulated with the

proposed DRM approach in about 21 minutes on a standard

desktop computer. On the other hand, a total of about nine

hours was necessary for the computation of 212 RIRs (coarse

trajectory) by means of the standard ISM algorithm.

E. Analysis of computational requirements

The computational load required by an ISM implementation

results from several factors, including mainly the considered

enclosure dimensions Lx, Ly and Lz, the sampling frequency

Fs, the reverberation time T60, and the desired total RIR length

tRIR . In practice, the combination of such factors can lead to

considerable simulation times, especially for certain types of

application requiring the computation of many distinct RIRs,

as demonstrated in the previous subsection for instance.

Figure 7 demonstrates the significant savings in computa-

tional requirements achieved with the proposed RIR synthesis

method compared to a standard ISM implementation. To this

purpose, the following statistical average was carried out. For

a given value of T60, the CPU time (central processing unit)

required for the computation of a RIR was recorded for both

simulation methods in a total of 100 different environmental

setups. These involved different source–receiver configura-

tions, various nonuniform values of reflection coefficients,

and random room volumes ranging from 20 to 250 m3. For

both methods, the RIRs were simulated for a total length

corresponding to the time for which the EDC has decreased by

approximately 50 dB. With the IS-DRM technique, the early-

to-late reverberation threshold was defined as ∆c = 20 dB.

The CPU times were obtained on the basis of a MATLAB

8Spectral coloration issues were noted in [31] as a result of using dissimilar
methods for the synthesis of the different sections of the impulse response.
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Fig. 7. Assessment of computational load for the ISM and DRM methods
(median and IQR plots). Top plot: CPU times required for the simulation of
ISM RIRs (solid line) and IS-DRM RIRs (dashed line). Bottom plot: execution
time speed-up factor RCPU between the ISM and the proposed method.

implementation executed on a standard 2.4 GHz desktop com-

puter running under Linux, with the program code for these

implementations specifically optimized for execution speed.

The distribution results for both methods are displayed in

the top graph of Figure 7, in the form of median and inter-

quartile range (IQR) plots. As expected, the ISM algorithm

spends a significant computational effort on the simulation of

the higher-order reflections. Modeling this diffuse RIR phase

according to the IS-DRM technique thus allows an important

reduction of the computational costs. Also, the computation

times for full-length ISM simulations would rise even fur-

ther if the total RIR length tRIR is increased, whereas the

computational load for the proposed method remains virtually

unaffected by this parameter.

The savings in simulation times are further quantified in the

bottom plot of Figure 7, which displays the ratio RCPU of the

CPU time required by the standard ISM implementation to that

of the IS-DRM technique. This speed-up factor was computed

for each individual RIR in the aforementioned simulations, and

the resulting distributions are again plotted using a median and

IQR representation. These results show that a reduction of the

computation times by up to two orders of magnitude can be

achieved with the proposed simulation method, in the frame of

the considered experimental setup. These results also clearly

illustrate how the IS-DRM approach becomes increasingly

advantageous as the simulation times of the standard ISM

implementation become increasingly prohibitive.

F. Comparison with existing ISM-based methods

As mentioned in Section I, several other methods have

been presented in the literature with the aim to reduce the

computational costs of the ISM algorithm. The authors of these

works however do not always present explicit speed-up results,

or present such results with respect to other factors such as the

number of image sources or the length of the computed RIR,

regardless of the reverberation time T60. Table II summarizes

TABLE II

SPEED-UP FACTORS ACHIEVED BY EXISTING ISM ALGORITHMS. FOR

IS-DRM, VALUES FOR RCPU AND THE NUMBER OF SOURCES CORRESPOND

TO AVERAGE RESULTS OVER 100 DIFFERENT ENVIRONMENTS.

Method
Number of

image sources T60 (s) RCPU

IS-DRM

3.2 · 105 0.9 160

1.1 · 105 0.6 104

5.5 · 104 0.5 81

6.3 · 103 0.2 16

Ref. [33] 1.1 · 106 – < 10

Ref. [28] 1.0 · 104 – 8.6

Ref. [27] 7.2 · 104 – 17

the results reported in the literature for some of these existing

ISM-based algorithms. These results are presented here solely

as an indication of how the IS-DRM compares in terms of

computational complexity. It is important to note that the other

ISM-based methods considered here compute exact image-

source results, whereas the IS-DRM algorithm provides a

partial approximation thereof. Therefore, the results in Table II

should not necessarily be seen as a measure that can be used

to quantify the superiority of one method over another.

The method presented in [33] is shown to achieve a re-

duction of the computation times by less than one order of

magnitude for 1.1 · 106 image sources (fifth reflection order),

although this result is obtained for a complex polyhedral

environment with many invalid ray paths. The authors in

[28] propose the use of look-up tables and sorting methods

to prevent redundant ISM calculations. They provide the

example of a RIR simulation with about 104 image sources,

achieving a speed-up factor of RCPU ≈ 8.6. Finally, the work

in [27] describes a multipole expansion technique capable of

reducing the computational requirements by up to 17 times

when simulating a total of about 7.2 ·104 image sources. This

approach however involves a highly demanding pre-calculation

phase (up to 38 hours of pre-computation time on a modern

desktop computer, for any given environment).

For comparison, some of the simulation times presented

in Section V-E (Figure 7) for the IS-DRM method are also

reproduced in Table II. For this algorithm, the values of

RCPU and the number of image sources correspond to an

average (median) obtained over the 100 different environments

considered in Section V-E for the given values of T60. These

results show that the IS-DRM method typically achieves

higher speed-up factors (when considering a similar number

of image sources) for the computation of RIRs that have been

shown to closely approximate image-source results.

VI. CONCLUSION

Using a recently proposed model of the diffuse decay in a

virtual reverberant environment, the method presented in this

work provides a tool allowing acoustics researchers and engi-

neers to synthesize RIRs in an efficient manner, as computed

on the basis of the image-source model. The resulting impulse

responses were shown to truthfully represent the considered

acoustic environment, statistically and in terms of energy
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decay, while only requiring a fraction of the computation

times compared to a standard ISM simulation. To the same

extent as the original ISM algorithm itself, the proposed DRM

method cannot necessarily be seen as a substitute for real-

world acoustic simulations, e.g., when used as a validation

technique for audio processing algorithms operating in re-

verberant conditions. However, it is able to provide valuable

preliminary assessment results and significant computational

advantages in several domains of application such as real-time

audio processing algorithms and offline simulations involving

a large number of RIRs.9
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